Algorytmy online: lista 8

Zadanie 1. (3 pkt.) Rozwazmy problem routingu na linii o n wierzchotkach, gdzie kazda
krawedZ ma pojemnoéé¢ U. Pokaz dolne ograniczenie na $cista konkurencyjnosé¢ dowolnego
algorytmu deterministycznego w wysokosci Q(n!/Y).

Zadanie 2. Rozwazmy problem szeregowania zadan na m niepowigzanych maszynach. W kroku ¢
otrzymujemy zadanie zdefiniowane wektorem p; = (pg,1,pt,2, - - -, Pt,m)- Jesli przypiszemy je
maszynie j, to jej obciazenie ¢; zwigkszy si¢ o py,;. Celem jest minimalizacja max’, ;.
Podobnie jak w przypadku algorytmu dla powiazanych maszyn chcemy stworzy¢ proce-
dure ALG), ktéra bedzie przypisywaé zadania przy zalozeniu, ze OPT < A (i bedzie gwaran-
towaé, ze obciazenie kazdej maszyny to O(A - logm)).

Niech y; ; = 1 jesli zadanie ¢ przypisujemy do maszyny j, za§ 0 w przeciwnym przypadku.
W kroku k bedziemy rozwazaé przypisanie zadan tylko do maszyn ze zbioru

Sp={jemlip; <AL!

tj. wymagamy, zeby y;; = 0 dla kazdego j ¢ Si. W kroku k definiujmy nastepujace
zagadnienie catkowitoliczbowe Pi*| ktérego celem jest maksymalizacja liczby przypisanych

zadan.
k m
maksymalizuj: Z Z Yt.j
t=1j=1
przy warunkach: Z yrj <1 dla kazdego t € [k],
j=1
k
Zpt»j g <A dla kazdego j € [m)],
t=1
yr; <0 dla kazdych ¢ € [k], j € [m] \ St,
v € {0,1} dla kazdych t € [k], j € [m].

Niech P;, bedzie liniowa relaksacja P,iﬁnt, w ktorej warunek y; ; € {0, 1} zostal zastapiony przez
yr; > 0. (Warunek y; ; < 1 jest zbedny, bo implikowany przez > =1yt < 1). Programem
dualnym do Py, jest nastepujace zagadnienie minimalizacyjne Dy.

m k
minimalizuj: Z Az + Z 2
j=1 t=1

przy warunkach: z +p;j-z; > 1 dla kazdych t € [k], 7 € St,
Ze+prj-xjtogy>1 dla kazdych t € [k], j € [m] \ St,
xzj >0 dla kazdego j € [m],
2zt >0 dla kazdego t € [k],
ap; >0 dla kazdych t € [k], j € Sk

Yn] = {1,...,n} dla dowolnej liczby naturalnej n.



Algorytm ALG) dziala nastepujaco. Na poczatku przypisuje x; <— 1/(2A - m) dla kazdego
j€{l,...,m}. W kroku k algorytm wykonuje nastepujace czynnosci.
o Jesli S = 0 lub jedli istnieje maszyna j, dla ktérej x; > 1/, to zwr6é FAIL.
e W przeciwnym przypadku niech j* bedzie maszyng z S minimalizujacg py j« - 2.
Wtedy:
— przypisz zadanie k do maszyny j* (tj. yk - < 1 oraz y, ; < 0 dla j # j*),
— oy j + 1 dla kazdego j ¢ Sk
= 2k = L= ppge - aye

— - Dk, j*
QJ‘J* < IEJ* (1 + N\ )

Niech T bedzie maksymalnym numerem kroku, takim ze ALG nie zwraca FAIL w kro-
kach 1,...,T. (Mozliwe, ze T jest ostatnim krokiem wejscia). Rozwiazanie generowane przez
ALG przypisuje wszystkie T' zadan do maszyn, ale odpowiadajace mu rozwiazanie dla P,i“t
by¢ moze nie jest dopuszczalne (obciazenia maszyn moga by¢ wieksze od \).

a) (2 pkt.) Pokaz, ze dla dowolnego kroku t € {0,...,T}, ALG generuje dopuszczalne
rozwigzanie dla D; i zachodzi

ALG(Dy) =t+1—X\- ngt),
j=1
®)

gdzie x;” to wartos¢ zmiennej z; po kroku t.

b) (2 pkt.) Pokaz, ze je$li ALG zwréci FAIL w kroku 7'+ 1, to OPT nie jest w stanie
przypisa¢ wszystkich T'4 1 zadan tak, zeby obciazenie kazdej maszyny wynosito co
najwyzej A.

c) (2 pkt.) Pokaz, ze dla dowolnego kroku ¢ € {1,...,T} oraz dla dowolnej maszyny j
zachodzi

Jak z tego wynika ¢; = O(X - logm)?

d) (1 pkt.) Jak z poprzednich punktéw wynika nastepujace twierdzenie: . Jesli pierwsze T
zadan mozna przypisac¢ z obciazeniem co najwyzej A dla kazdej maszyny, to ALG przypisze
te zadania generujac obciazenie O(A-logm) dla kazdej maszyny i nie zwrédci FAIL podczas
pierwszych T krokéw?”.
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